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Imagine that you are a physician trying to understand how digestion is accom- 
plished; you want to know how the structure and function of internal organs cause 
food input to be converted into energy output. How might you begin and what 
types of information might you seek? You might begin by observing the problems 
experienced by people who have suffered injuries to particular internal organs, 
which could give you a general idea of what functions each helps to carry out in 
digestion. However, you might soon notice that damage to different organs results 
in similar, but not identical difficulties. Furthermore, you find that damage to a 
given organ does not always result in a single, consistent dysfunctional pattern, and 
the particular observed pattern seems to depend upon the integrity of related 
organs. Understanding digestion becomes an increasingly complex task as each new 
observation reveals a host of new questions. Moreover, each organ may participate 
in more than one aspect of digestion, and observations of deficits and locations of 
damage are not enough to identify the functions uniquely. 

Happily, you can use information from other domains to help you interpret the 
data. Anatomical studies reveal that the organs in question, such as the stomach, 
intestines, liver and pancreas, are not connected haphazardly; in fact, they appear to 
be connected in a precise fashion, each organ connected to a specific set of other 
organs. These data help you piece together the notion of a "digestive tract" or sys- 
tem in which each organ carries out a particular process upon food as it passes 
through the system. This insight might help explain why the pattern of deficits fol- 
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lowing damage to one organ depends upon the integrity of others. You realize fur- 
ther that in order to understand the functional relationships among these organs 
you need to know more about how they communicate, what they do, and which 
aspects of their operation might be shared by all organs in the digestive tract. For 
example, you learn that a chemical called insulin is produced by the pancreas, is 
found in the liver, and has been linked to changes in blood sugar levels in rats. How 
does insulin relate to different aspects of digestion? How and when does the liver 
use it? Might insulin be influenced by, or itself influence, other processes? In answer- 
ing these questions you may develop an understanding of digestion that draws on 
many levels of analysis, from the molecule to the system, ultimately providing a 
coherent description of the digestive process in general, and the role of specific 
components of the process, like insulin, in particular. 

From this perspective, the digestive tract and the brain may have a lot in 
common. The goal of cognitive neuroscience is to understand how brain function 
gives rise to mental abilities such as memory, reasoning, vision, or movement, and 
to understand how such abilities interact with the systems underlying emotion. Our 
analogy illustrates one way in which multidisciplinary research on such a complex 
problem might proceed. Unfortunately, the task of understanding the relation of 
behavior to the structure and function of the brain is much more complex than that 
of understanding the relation of digestion to the structure and function of the liver, 
stomach, and other organs in the digestive tract. Not only is the brain structurally 
more complex than the digestive tract, it also carries out many more functions, and 
each function is both more complex and more difficult to describe operationally 
than are aspects of the digestive process. 

Nevertheless, the same multidisciplinary approach that has proven successful in 
medical research has been incorporated in cognitive neuroscience. In cognitive neu- 
roscience, we consider data collected by researchers studying behavior, cognition, 
neurophysiology, neuroanatomy, and computation, and each new finding provides; 
additional fodder for theories of brain function. Theory building thus becomes a 
process of trying to fit together a wide variety of different types of information into 
a complex, but integrated whole. Thus the different types of information must be 
explained by the same theory; the theory is not simply "constrained" by different 
types of data, but rather it is an attempt to explain diverse phenomena with a sin- 
gle set of assumptions and principles. 

Perhaps the most significant difference between cognitive neuroscience and cog- 
nitive science is that cognitive neuroscience aims to understand the neural imple- 
mentation of mental abilities. Cognitive science focuses only on function, inde- 
pendently of the organ that gives rise to the function. From a cognitive science 
perspective, there are many ways that digestion could in principle take place, and 
the goal of research is seen as an attempt to specify them. But even though study- 
ing the function in its own right may implicate only a few candidate digestive pro- 
cesses, there is only one way that the body actually converts food input into energy 
output. If our goal is to understand how digestion works, viewing it as a functional 
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property of the physiology and anatomy of the digestive tract focuses and delimits 
the problem. Similarly, research in cognitive neuroscience characterizes function as 
a property of the brain itself, and in so doing necessarily integrates across physical 
and functional levels of analysis. Given that the human brain is currently the only 
system capable of producing the complex functions we call memory, emotion, and 
so forth, it makes sense to try to understand how its design is related to these abil- 
ities. 

The purpose of this chapter is to illustrate the cognitive neuroscience approach 
in several problem domains. We selected domains that pertain to visual analyses of 
the world: attention, high-level vision, and visual memory. We focus on vision in 
large part because much of the research on the neural bases of cognition and behav- 
ior, especially using animals, has focused on vision. Our focus on vision also allows 
us to illustrate a key feature of the cognitive neuroscience approach: A major goal 
of cognitive neuroscience is the construction of integrated theories of cognition 
and behavior, and we wanted to illustrate the process of theory construction not 
simply within a single domain, such as attention, but across several related domains. 
Vision is thus the tie that binds several domains together. 

Nevertheless, the reader should be aware that the cognitive neuroscientific ap- 
proach outlined here is being profitably applied to the study of many topics, such 
as language (Caplan, 1993), movement (Georgopoulos, 1994), and emotion (J. E. 
LeDoux, 1994). Some of the topics we touch upon are reviewed in greater depth, 
from a different perspective, elsewhere in this volume (e.g., see chapters in this vol- 
ume by Martin, 8, on language, LaBerge, 2, on attention, Gallistel, 1, on action). 

With these considerations in mind, we discuss first key historical developments 
and general principles that have motivated research in cognitive neuroscience, and 
then consider briefly how research on attention, high-level vision, and visual mem- 
ory has benefited from an application of the cognitive neuroscience perspective. 

I. FOUNDATIONS OF COGNITIVE NEUROSCIENCE 

A number of important advances in neurobiology, experimental psychology, and 
computer science laid the foundations for the emergence of cognitive neuroscience 
(see Kosslyn & Andersen, 1993). 

In the late 1960s researchers began recording the electrical activity of cortical 
neurons in awake, behaving monkeys (Evarts, 1966). This technique allowed pre- 
cise correlation of behavioral and physiological data, and researchers were able to 
characterize the functional organization of some parts of the brain. For example, 
Hubel and Wiesel (1968) discovered that the primary visual cortex is composed of 
a series of columns of cells, and the cells in each column are sensitive to the pres- 
ence of bars or edges with particular orientations located in specific parts of the 
visual field. Although the parcellation of the brain into discrete functional compo- 
nents had been suggested by earlier work with brain-damaged patients and animals 
(e.g., Broca, 1863), direct measurement of neural activity allowed researchers sys- 
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tematically to map stimulus parameters onto the function of individual or groups 
of neurons. 

A similar emphasis on understanding complex functions in terms of constituent 
processes also emerged in the cognitive psychology of the late 1960s and 1970s 
(e.g., see Neisser, 1967), but this approach had a very different origin: the computer 
metaphor. Researchers in psychology began to conceive of internal processing in 
humans by analogy to internal processing in a computer. For example, Sternberg 
(1969) developed a technique for isolating distinct information-processing stages that 
were characterized in terms of how information is stored, encoded, interpreted, or 
compared. Similarly, Posner developed tasks to tap simple component processes of 
complex abilities such as attention (e.g., Posner, Nissen, & Ogden, 1978). In addition, 
Shepard and his colleagues (e.g., Shepard & Feng, 1972; Shepard & Metzler, 1971) pro- 
vided evidence that the brain can perform analog computations in some situations. 
Together, these findings led researchers to conceptualize behavior as arising when 
specific types of processing are performed upon specific internal representations. 

However, cognitive psychologists recognized that descriptions of behavior are 
not enough to implicate one set of underlying mechanisms. Indeed, it was proved 
that any set of behavioral data could be explained by a number of theories (e.g., 
Anderson, 1978). Anderson argued that data from neurophysiology, such as that col- 
lected by Hubel and Wiesel, could provide critical insights into the nature of inter- 
nal representations and the processes that operate upon them, thereby limiting our 
choices among theories to those that could accommodate these data. 

Further key developments came from the rapidly developing field of artificial 
intelligence within computer science. Von Neumann (1958) and McCulloch and 
Pitts (1943) suggested that neural processes could be usefully conceptualized as com- 
putational processes, Early computational models demonstrated that neural activity 
could in fact be conceptualized as information processing. Combined with Hebb's 
(1949) associative model for learning in networks of neurons, and new findings of" 
circumscribed learning deficits following focal brain damage (e.g., Scoville & Mil- 
her, 1957), there seemed good reason to believe that mental abilities could be 
viewed in terms of discrete processing stages operating upon internal representa- 
tions. 

Thus, links between mental abilities and sets of distinct processes were becom- 
ing apparent, and links between brain function and computation were becoming 
clear. But the whole was not greater than the sum of its parts until researchers saw 
how to combine the different sorts of information so that they mutually informed 
each other. 

A. The Cognitive Neuroscience Approach 

A comprehensive framework for understanding how the brain carries out compu- 
tations was developed by David Marr (1982). Marr's work focused on vision, but 
his approach can be generalized to any type of biological information processing. 
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He posited that vision should be studied at three levels of analysis, which in turn 
must be integrated. These levels varied in abstraction: At the most abstract level, a 
theory specifies what is computed by a specific module; at an intermediate level, a 
theory specifies how a given computation is actually carried out (i.e., it specifies an 
algorithm); and at the most concrete level, a theory specifies how a set of processes 
is actually implemented in the brain. Marr argued that the three levels, particularly 
the more abstract ones, could be studied independently. This perspective is clearly 
compatible with the notion that the mind is like a computer program, which can 
be understood independently of the machine on which it runs. This view has 
recently been questioned, however, and many researchers are now impressed more 
by the close relationships among the levels than by their independence (e.g., Koss- 
lyn & Maljkovic, 1990). 

Indeed, the dominant paradigm in experimental psychology appears to be shift- 
ing because of two factors. First, many researchers have been impressed by the power 
of the connectionist ("neural network") method of modeling cognitive abilities; 
such models conflate Marr's levels of analysis (see Grossberg, 1980; Kosslyn & Koenig, 
1992; J. L. McClelland & Rumelhart, 1986). Second, research in neurobiology has 
revealed a close relationship between the structure and function of the brain (for a 
review, see Kosslyn & Koenig, 1992). The brain is not a general purpose machine 
that can be programmed in any arbitrary way; rather, key aspects of the structure of 
the brain apparently have been tailored (via natural selection) for the specific types 
of computations that it performs. Cognitive neuroscience has emerged in part 
because researchers realized that facts about the evolution and biology of the brain 
could provide insight into the nature of cognition. 

Research in neuroscience has led to several generalizations that in turn have 
guided much theorizing in the field. These generalizations can be summarized as 
follows. 

1. Limitations on "optimal"pe~formance. Brains have limited processing capacities 
because they are part of a biological system. Therefore, there can be no "optimal" 
or "logically correct" solution to a computational problem without reference 
to available hardware and resources; each computational step requires metabolic 
energy and must interact with the resource requirements of other processes. In addi- 
tion, the brain was not engineered to perform optimally all computations; rather it 
is the product of hundreds of thousands of years of selection pressures that have 
added particular functions to those already present (Sherry & Schacter, 1987) if such 
functions enhanced the reproductive capability of the organism (but also sometimes 
even if they did not; see Gould & Lewontin, 1979). Thus any theory of the com- 
putation, algorithm, or implementation that does not take into account these lim- 
itations may make unfounded assumptions about what is possible, and therefore risks 
biological implausibility. 

2. Anatomical structure. As will be discussed in more detail below, the brain is not 
a homogeneous "wonder net"; rather, different parts do different things. Moreover, 
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anatomical connectivity leads some sets of processes to take place in parallel, and 
other sets to take place in series (e.g., see DeYoe & Van Essen, 1988; Ungerleider & 
Mishkin, 1982). In addition, information typically does not flow in only one direc- 
tion in the brain. In the vast majority of cases, every projection from a lower (i.e., 
closer to sensory input) area to a higher (i.e., further from sensory input) cortical 
area is accompanied by connections running in the opposite direction--and the 
two kinds of connections are of comparable size (Felleman & Van Essen, 1991). Fur- 
thermore, it appears that these reciprocal, feedback, connections have more diffuse 
target regions than the feed-forward connections; this anatomical fact may suggest 
that a given process can be modulated by many others. Thus it may not make sense 
to consider a single computation or algorithm in isolation because computations 
are carried out by systems of interacting subsystems (Kosslyn & Koenig, 1992; Pos- 
ner & Petersen, 1990; Schacter, 1994). Connectionist (neural network) models are 
useful in part because they can be constructed to mimic the interactive nature of 
cortical processing; they consist of interacting layers of neuron-like nodes that can 
be designed to involve extensive bidirectional cross-talk between input and output 
levels. 

3. Physiological observations. Basic facts about neural dynamics also shape the way 
the brain can process information. For example, the brain can carry out only about 
10 serial steps to produce a response 250 ms after a stimulus has appeared (Church- 
land & Sejnowski, 1992; Feldman, 1985). Considering data from neuropsychology, 
neurophysiology, and other branches of neuroscience not only helps us understand 
existing data and evaluate theories of cognition, but also helps develop new theo- 
ries and collect various types of additional data. 

As illustrated in Figure 1, the cognitive neuroscience approach can be represented 
as an equilateral triangle with abilities at the apex, and neuroscience and computation at: 

the two bottom corners (see also Kosslyn, 1994). Abilities is at the top because that: 
is what one is trying, ultimately, to explain, and neuroscience and computation are 
at the bottom because the explanations rest on conceptions of how the brain com- 
putes. The equal length of the connections between each vertex reflects the fact: 
that there is no privileged level of analysis or means of constraining or generating: 
hypotheses. Explanations derived from multidisciplinary analyses necessarily turn 
on a confluence of facts about abilities (usually as manifested in observable behav- 
ior), the brain, and computation. 

Many theories in cognitive neuroscience aim to specify the functional architec- 
ture for a specific type of processing. Such theories have two components: First, they 
may specify a set of processing subsystems, which either store or transform infor- 
mation in some way, and how information flows from one component of the sys- 
tem to another (e.g., see Kosslyn, 1994). Second, theories in cognitive neuroscience 
may specify the precise nature of processing within a single component subsystem. 
Such theories typically specify a type of neural network, which transforms input to 
a particular kind of output (e.g., Hasselmo, 1993; Hasselmo & Bower, 1993). 
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FIGURE 1 The cognitive neuroscience triangle. 

B. The  Isolable Sys tems Problem 

Cognitive neuroscience thus is inherently multidisciplinary. Disciplines such as cog- 
nitive psychology, linguistics, and psychophysics are all concerned with delineating 
the nature of human abilities. The challenge here is to describe abilities in a way 
that can make contact with available data about brain function. A fundamental ques- 
tion researchers must answer in order to understand an ability has been termed the 
isolable systems pwblem (Posner, 1978): Does a given ability (or behavior that follows 
from it) come about through the function of a single system or many systems, and 
if many are involved, how do they coordinate their operations? This problem leads 
one to formulate and test a theory of a functional architecture. This problem is dif- 
ficult to grapple with using behavioral data alone because any behavioral measure 
reflects the performance of the system as a whole (Posner & Carr, 1992). Even task- 
analytic procedures that rely on patterns of interaction between experimental vari- 
ables (e.g., Sternberg, 1969) are subject to multiple interpretations (e.g., see Ander- 
son, 1978; Townsend, 1974). 

One approach to solving the isolable systems problem rests on the concept of 
convergent evidence. No one study provides conclusive evidence for a specific neu- 
rofunctional decomposition, but the results from a set of studies using diverse meth- 
ods may point the way towards a single decomposition that explains all of them. 
Such studies have more power when the methods interlock, as occurs when one 
designs cognitive studies to investigate issues about the brain, and designs neu- 
ropsychological studies to investigate issues about cognition (Kosslyn, 1994). This is 
where neuroscientific data and techniques can be particularly important. For exam- 
ple, one can simultaneously record activity of neurons in different parts of the brain 
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while an animal performs a task that has been designed to require a specific type of  
processing; such findings may suggest which areas perform what computations and 
at what time (e.g., see Andersen, 1987). In humans, brain imaging techniques such 
as positron emission tomography (PET) and functional magnetic resonance imag- 
ing (fMRI) allow us to determine which sets of brain areas are most active when a 
person performs a specific task (e.g., Posner, Petersen, Fox, & Raichle, 1988). If tasks 
are designed to tap specific types of  processing, one can learn about the neural bases 
of  such processing by comparing results from different tasks. The key is that 

both brain imaging and neurophysiology add (on top of behavioral measures) the abil- 
ity to break the system down into spatially defined parts in which the amount and 
timing of processing changes as a function of experimenter controlled manipulations 
of variables such as difficulty, type of task, decision rules, load, accuracy, etc. 

(Posner & Cart, 1992, p. 8) 

Given the truly staggering range of  possibilities, it is no small thing to design 
tasks appropriately and to know where to look for specific effects in the brain. But 
these problems are more tractable if one has an hypothesis in hand. This hypothe- 
sis specifies one or more potentially isolable systems, and may or may not specify a 
candidate anatomical localization. Both parts of  the hypothesis can be motivated in 
part by anatomical data that specify the connections between different areas. Such 
information not only can suggest separate processing components, as will be illus- 
trated shortly, but also can be used to generate hypotheses about the flow of  infor- 
mation in a system. These hypotheses can then be tested using brain imaging tech- 
niques, including time-sensitive measures such as event-related potentials (ERP) 
(e.g., Mangun, Hilyard, & Luck, 1992). 

In addition to studying behavior and the brain, two types of  computational data 
can help one to solve the isolable systems problem. First, computational analyses can 
lead one to formulate theories of  how a given input can produce a given output. 
Such analyses rely on a careful consideration of  the "problem" to be solved by an 
information-processing system, which often hinges on a consideration of  the infor- 
mation that is available in the input (see Kosslyn & Koenig, 1992; Marr, 1982). 
Computational analyses typically result in hypotheses about the decomposition of" 
a system into subsystems. These analyses must be informed by neurophysiology and 
neuroanatomy because we want to know how our cognitive sys temmnot  just any 
possible systemwfunctions. 

Second, one can construct computational models of  hypothesized functional sys- 
tems. These models are computer programs designed to mimic the operation of  a 
dynamic system, and as such can help one to understand behavioral and neurobio- 
logical data in a number of  ways. Models can lead one to discover unforeseen impli- 
cations of  a theory; by observing the behavior of  an intact or "lesioned" model one 
can generate hypotheses about how the normal system functions, which can then 
be examined experimentally (e.g., predictions of  Ambros-Ingerson, Granger, & 
Lynch, 1990, were tested by McCollum et al., 1991; see also S. Keele & Jennings, 
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1992). In addition, computational models can help address the isolable systems 
problem by specifying conditions under which it is more efficient to break a func- 
tion down into component parts, each computed by a separate system, than to have 
the function carried out by a single system. For example, Rueckl, Cave, and Koss- 
lyn (1989) demonstrated that some types of complex input-output mappings can 
be computed more efficiently by two networks rather than one, with each subnet- 
work specialized for carrying out different aspects of the mapping. By examining 
such models, one can experimentally determine when two mappings are "compu- 
rationally incompatible," and hence likely to interfere with each other if carried out 
within a single unified network. 

In short, cognitive neuroscience can be characterized as having two general goals: 
First, it aims to carve the cognitive system at its functional and anatomical joints, 
along the way specifying the nature of, and interactions among, the component sub- 
systems. Second, it aims to specify the ways specific neural networks operate to pro- 
duce the requisite output when provided with an input. In both cases, the ultimate 
aim is to understand how computation in the brain confers specific abilities. 

In the following three sections we consider how the cognitive neuroscience 
approach has begun to bear fruit in the study of some of our most fundamental 
mental abilities: selectively attending to objects, visual perception, and memory. 
There are several comprehensive cognitive neuroscience theories of attention (e.g., 
LaBerge, 1990; Posner & Petersen, 1990), visual perception (e.g., Hummel & Bie- 
derman, 1992; Kosslyn, 1994), and memory (e.g., Cohen & Eichenbaum, 1994; 
Schacter, 1990; L. R. Squire, 1987, 1992; see Schacter & Tulving, 1994a, 1994b, for 
summary of many recent theories). Space limitations preclude our considering each 
of these theories in detail. Our goal is not to review the literature exhaustively, but 
rather to convey the flavor of the cognitive neuroscience approach in action. Thus 
for each of the three content areas we will provide an overview of current theory, 
and illustrate the utility of a multidisciplinary approach and converging evidence. 

II. ATTENTION 

Attention is the selective aspect of information processing. This function allows us 
to focus on some information at the expense of other information. We typically are 
aware of what we attend to, and only specified pieces of information enter our con- 
scious experience. Traditional conceptions of attention have posited either a lim- 
ited "energy" resource or a structural bottleneck (Allport, 1992). Debate has focused 
on specifying exactly which types of processing do or do not require attention, 
which task variables play critical roles in demanding and directing attention, and 
exactly how far into the cognitive system information is processed before attention 
operates upon it (e.g., Broadbent, 1971; Shiffrin, 1988). However, as we have learned 
more about neural information processing, at least some of these questions have 
begun to appear ill posed (Allport, 1992). In particular, these questions are in large 
part predicated on the assumption that attention operates on information flowing 
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through the cognitive system in a precise, linear, increasingly abstract manner. How-  
ever, the neuroanatomy suggests strongly that information processing in the brain 
is anything but simply linear and unidirectional (e.g., Felleman & Van Essen, 1991). 
Questions about capacity and the putative locus of attentional selection may be 
considered best with respect to particular types of information processed by par- 
ticular components of neural systems (Allport, 1992; Posner & Petersen, 1990). 

Attention has also been approached as a particular example of the isolable 
systems problem (Posner, 1978). Research in this mode begins with an analysis of" 
the processing steps necessary for selective attention, which are then investigated 
by collecting a combination of behavioral and neurobiological data. Working 
within this paradigm, Posner and Petersen (1990) offer three general conclusions 
about attention: (a) the attention system is neurally distinct from, but interacts 
with, other processing systems of the brain; (b) this system consists of  a network 
of different brain areas; and (c) each area carries out different computations that 
can be specified in cognitive terms. A series of  seminal studies conducted by Pos- 
ner and his colleagues (e.g., see Posner, Inhoff, Friedrich, & Cohen, 1987; Posner 
et al., 1988; Posner & Petersen, 1990) illustrates the utility of the cognitive neu- 
roscience approach and will serve to flesh out our understanding of these three 
basic tenets. 

A. Subsystems of  Attention 

At the computational level, attention can be viewed as involving the interaction of 
separable systems for (a) orienting to a stimulus; (b) detecting a stimulus; and (c) 
alerting and remaining vigilant for the appearance of a stimulus. The systems for 
orienting can be further distinguished as being used for overt (when the body, head, 
or eyes are moved) or covert (when no overt movement is made) shifts of attention. 
Furthermore, such shifts of attention appear to involve three processing subcom- 
ponents: in order to shift attention one must first disengage it from its current loca- 
tion, move it, and then engage attention at a newly specified location. The func- 
tional architecture of attention is illustrated in Figure 2. 

1. Orienting to a Stimulus 

An impressive amount about the mechanisms underlying spatial attention has been 
learned from a simple cuing task (e.g., Posner et al., 1978; Posner, Snyder, & David- 
son, 1980). In this task, subjects first fixate on a cross and are cued to attend to a 
box that is either to the left or right of fixation. An asterisk then flashes in either 
the attended or the unattended box, and the subject simply presses a key as soon as 
he or she sees the asterisk. Subjects typically respond faster on validly cued trials, 
when the asterisk appears on the attended side, than on invalidly cued trials, when 
the asterisk appears in the box on the unattended side. The response time "cost" for 
invalidly cued trials has been interpreted as reflecting the time it takes to disengage 
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F I G U R E  2 The functional architecture of attention shown superimposed on medial (top) and lat- 
eral (bottom) views of the right cerebral hemisphere. The neural locus of each subsystem is indicated by 
a solid black circle. These subsystems allow us to orient attention (posterior attention subsystem, which 
includes the posterior parietal cortex, pulvinar nucleus of thalamus, and superior colliculus), detect tar- 
get stimuli (anterior attention subsystem), and maintain an alert, vigilant state (locus coeruleus and right 
hemisphere). 

attention from the attended location in order to detect a target at the unattended 
location. 

Neurophysiological studies have indicated that neurons in areas of the posterior 
parietal cortex (Wurtz, Goldberg, & Robinson, 1980), lateral pulvinar nucleus of 
the thalamus (D. L. Robinson & Petersen, 1992), and superior colliculus (Posner & 
Petersen, 1990) increase their firing rates when a monkey attends to a target stim- 
ulus to the exclusion of other distracting stimuli. These data suggest that these areas 
of the brain may be involved in attention, and in fact, patients with damage to any 
of these areas are impaired in the cuing task described above. Indeed, depending on 
the precise locus of the damage, patients are impaired at different aspects of the 
cuing task. First, patients with damaged parietal lobes have difficulty on invalidly 
cued trials, in which attention is initially focused in the incorrect location (Posner 
et al., 1987; Posner, Walker, Friedrich, & Rafal, 1984). These patients appear to have 
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particular difficulty moving attention away from an ipsilesional (same-side) cue to 
detect a target in their neglected visual field. Subsequent brain-imaging data have 
confirmed that the parietal lobes are activated when subjects shift their attention 
(Corbetta, Miezin, Shulman, & Petersen, 1993). These findings are consistent with 
the fact that damage to the parietal lobes often causes a deficit known as visual 
neglect (Bisiach & Luzzatti, 1978; Bisiach, Luzzatti, & Perani, 1979). For example, 
patients with right parietal damage appear unaware of or may not be able to respond 
to stimuli on the left side of space (Bisiach et al., 1979). Such patients typically 
exhibit extinction, or the loss of awareness of a stimulus appearing on the side con- 
tralateral to their lesion when it appears simultaneously with a stimulus on the same 
side as the lesion. 

This deficit in disengaging attention differs markedly from the impairments 
exhibited by patients with lesions of the pulvinar nucleus of the thalamus (see Fig- 
ure 2). Such patients are slow to respond to targets at cued locations (D. L. Robin- 
son & Petersen, 1992), and similar results have been found with monkeys. Further- 
more, PET scanning has revealed that the pulvinar becomes more active when 
subjects must attend to one aspect of a display to the exclusion of others (LaBerge 
& Buchsbaum, 1990). Thus the pulvinar seems to play a special role in engaging 
attention at a target location. 

Finally, the ability to shift attention may be selectively disrupted by damage to 
the midbrain. In progressive supranuclear palsy, damage to the superior colliculus 
(see Figure 2) results in a slowing of responses to targets that appear at cued and 
uncued locations; the advantage for targets at cued locations appears only if the sub- 
jects are given a long time to focus on the cue before the asterisk appears; these 
patients apparently need extra time to shift attention to the cue (Posner, Choate, 
Rafal, & Vaughan, 1985). 

2. Detecting a Stimulus 

Researchers have also begun to understand the neural mechanisms that allow pri- 
mates to detect behaviorally significant target events. However, theories of these 
mechanisms rest primarily on post hoc explanations of data; computational analy- 
ses that can motivate theory-driven research on the processes that underlie target 
detection are only now beginning to take shape. One reason for this is that studies 
have only recently revealed an area of the brain, anterior cingulate cortex, that 
appears to play a special role in target detection (see Figure 2). By examining the 
connectivity between the anterior cingulate and other parts of the brain, researchers 
can formulate hypotheses about interactions among specific subsystems (e.g., 
Ochsner & Baker, 1994). This is an example of how neuroscientific data can moti- 
vate a theory, which in turn prompts researchers to design behavioral experiments 
that bear on this new hypothesis. 

Our  knowledge about the function of the anterior cingulate in attention rests 
in large part on results from PET studies. For example, Petersen, Fox, Posner, 
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Mintun, and Raichle (1988) found anterior cingulate activation when subjects gen- 
erated verbs that describe functions of nouns (e.g., when given "hammer" they 
might say "pound"), decided whether an animal was dangerous, or passively listened 
to words read aloud. Hypothesizing that this area might be involved in detecting 
targets, or selecting stimuli relevant to task demands, these researchers predicted, 
and found, that activity increased when greater numbers of targets were presented 
in the "dangerous animal detection" task. Anterior cingulate cortex is also active 
during performance of the Stroop task (Pardo, Pardo, Janer, & Raichle, 1990), dur- 
ing diffuse attention, as opposed to focal attention (Corbetta, Miezin, Dobmeyer, 
Shulman, & Petersen, 1991), when painful stimuli are applied to the forearm (Tal- 
bot et al., 1991), when subjects generate attention-based visual mental images (Koss- 
lyn, Alpert et al., 1993), and when subjects generate finger movements from mem- 
ory (Dieber et al., 1991). In contrast, anterior cingulate activity decreases when 
subjects become more practiced in the verb generation task (Raichle et al., 1993), 
or when they mentally manipulate forms (Haier et al., 1988, cited in LaBerge, 1990); 
it also decreases when subjects are in a vigilant state, waiting to detect an infre- 
quently presented target tone (see Posner & Rothbart, 1992). 

The almost ubiquitous changes of activation in the anterior cingulate during task 
performance may suggest that it is something of a general-purpose attentional area, 
which is recruited whenever relevant stimuli cannot be detected on the basis of sim- 
ple stimulus features or automatized routines (cf. Corbetta et al., 1991; LaBerge, 
1990; Petersen & Fiez, 1993; Posner & Petersen, 1990; Posner & Rothbart, 1992). 
Posner and colleagues have used dual-task methods to test the generality of the ante -~ 
rior cingulate's role in attention. When subjects shadowed speech while they als0 
performed the cued probe-detection task described earlier, the response time dif- 
ference between valid and invalid trials disappeared when the cues were presented 
to the left hemisphere. Passive listening to spoken words has been shown to activate 
the left anterior cingulate by Petersen et al., 1988, thus the anterior cingulate may 
have been engaged by the shadowing task, and hence was not able to confer an 
advantage for valid trials. Similarly, a concurrent auditory task can slow engagement 
of attention in parietal patients (Posner et al., 1987). Hence, there is evidence that 
language and visual spatial attention may share some common attentional mecha- 
nisms, although the nature of the shared computation(s) remains unclear. 

Insights into the possible computations carried out by the anterior cingulate can 
also be garnered by examining the pattern of behavioral deficits that occurs when 
it is lesioned. Psychiatric patients for whom other interventions have failed some- 
times receive bilateral stereotactic lesions in the rostral portions of anterior cingu- 
late cortex, just above the genu of the corpus callosum. This operation is thought 
to alleviate anxiety (Ballantine, Cassidy, Brodeur, & Giriunas, 1972).Janer and Pardo 
(1991) examined the performance of one such patient on three tasks found in PET 
studies to activate anterior Ungulate cortex: verb generation, identifying dangerous 
animals, and the Stroop task. Compared to her preoperative level of performance, 
the cingulotomy patient had deficits on all three tasks 2 weeks after the operation. 
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However, the deficits on the Stroop and identifying dangerous animals tasks disap- 
peared 6 weeks later, which suggests that the attentional system can compensate 
(somehow) for small lesions. It is clear, however, that whatever the anterior cingu- 
late does, that computation or computations is normally drawn upon when one 
performs these tasks. 

Additional information about the role of the anterior cingulate comes from 
research on discriminative aversive conditioning in rats. Although it is always dan- 
gerous to generalize across species, basic sensory and motor processes (and at least 
some forms of attention may be included in these categories) are often similar 
among different mammals; in any case, findings about rat brains are a good source 
of plausible hypotheses about processing in the human brain. Such research has 
shown different patterns of firing in neurons in anterior cingulate cortex to a con- 
ditioned stimulus than to a stimulus that was not conditioned, and lesions of this 
area impair acquisitionmbut not expressionmof discriminative avoidance behav- 
ior (Gabriel, 1990). These results suggest that the anterior cingulate cortex helps to 
identify behaviorally significant stimuli. This function is consistent with the fact that 
this area has major connections to the amygdala~which plays a critical role in emo- 
tion (Amaral et al., 1992). 

We might expect that a system playing a general role in detecting target events 
would enjoy widespread connections with cortical areas involved in attention, 
memory, and motor control. And in fact, Goldman-Rakic (1988) has documented 
the connections between the anterior cingulate and some of the other areas known 
to be involved in attention, specifically the posterior parietal cortex and possibly 
the pulvinar nucleus; the anterior cingulate is also connected to the dorsolateral 
prefrontal cortex and parahippocampal cortex, which are involved in short-term 
visual-spatial and long-term object memory, respectively. In addition, within the 
cingulate sulcus, the anterior cingulate has reciprocal connections with primary and 
supplementary motor cortices (Barbas & Pandya, 1981; V. B. Brooks, 1986; Vogt &: 
Miller, 1983), and the neurons there are sensitive to errors made during motor skill 
learning (V. B. Brooks, 1986). 

Thus the anatomy and neurophysiology of the anterior cingulate suggest that it 
has a general role in attention. Posner and Petersen (1990) have termed anterior cin- 
gulate cortex "the anterior attention system," distinct from the "posterior attention 
system," which consists of posterior parietal cortex, pulvinar thalamus, and the supe-- 
rior colliculus (as summarized earlier). Posner and Petersen conceptualize the ante.-. 
rior system as a general purpose target detector, which gates various components 
of the posterior system as well as mediates attention to other functions such as lan- 
guage. Recent research suggests that the cingulate may be specialized not just for 
detecting targets, but for monitoring the relationship of stimuli to the goals of the 
individual (for discussion see Ochsner & Feldman-Barrett, in press). This is sug- 
gested by the finding that painful stimulation (e.g., Rainville et al., 1997) and atten- 
tion to one's current emotional state activates the cingulate (Lane et al., 1998), and 
by event-related potential (Gehring et al., 1993) and functional magnetic resonance 
imaging studies (Carter et al., 1998) that show cingulate activity when participants 
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make an error in simple reaction time tasks (cf. Brooks, 1986). It is possible that dif- 
ferent areas of the anterior cingulate subserve slightly different, but related func- 
tions (Posner & DiGirolamo, 1998) and future work will serve to differentiate them. 

3. Maintaining Vigilance 

The brain stem and right hemisphere apparently play key roles in alerting and main- 
taining a vigilant, aroused, state (see Figure 2). Norepinephrine (NE) released by 
the locus coeruleus (a structure in the brain stem) apparently modulates the alert 
state (Aston-Jones, Foote, & Bloom, 1984), and right-hemisphere lesions lead to 
depletion of NE in both hemispheres (R. G. Kobinson, 1985). Furthermore, NE 
strongly innervates the thalamus and parietal cortex (Morrison & Foote, 1986), and 
NE agonists (which facilitate the uptake of NE by receptors) may enhance pro- 
cessing in the parietal cortex, speeding the disengage operation (Clark et al., 1989) 
and thereby speeding the process of attentional selection (Posner & Petersen, 1990). 
Given these data, we would predict that patients with damage to the r ight--but  not 
patients with damage to the left--hemisphere would have a deficit in alerting 
(Coslett, Bowers, & Heilman, 1987). As expected, Posner et al. (1987) found that 
patients with damage to the right parietal lobe had an increasingly smaller benefit 
from validly cued targets as the delay between cue and target increased: the patients 
were unable to keep attention engaged at the cued location over a short delay. Fur- 
thermore, PET studies have shown that regions of the right frontal lobe are acti- 
vated during maintenance of a vigilant state (Corbetta et al., 1991, 1993). 

B. Summary 

Attention can be divided into three major systems, and at least one of these systems 
can in turn be divided into two subsystems (for a caveat, however, see Farah, 1994). 
The emerging theories have been built on a convergence of findings from differ- 
ent patient populations, brain-imaging techniques, and behavioral results from nor- 
mal subjects. Advances thus made have the effect of systematizing and concretizing 
our notions of attention and "attentional resources" while at the same time pro- 
viding a testable framework that makes contact with research in other domains. Such 
a framework provides a starting point for examining the roles of other brain areas 
in attention. For example, recent work indicates that the basal ganglia (Mexander, 
Crutcher, & DeLong, 1990; Clark et al., 1989; Jackson & Houghton, 1995) may 
modulate interactions between the anterior and posterior attention systems. As we 
shall see in the following section, attention plays an important role in perceiving the 
visual world. 

III. HIGH-LEVEL VISION 

A hallmark of the human visual system is the ability to recognize and identify objects 
presented in various orientations, from different perspectives, and in many differ- 
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ent viewing conditions (such as poor  lighting or partial occlusions; see Kosslyn, 
1994, for a taxonomy of  these abilities). It is useful to distinguish between low-level 
and high-level vision. Low-level visual processing is bottom-up,  driven solely by 
properties of  the perceptual input that strikes the retina. It is concerned with spec- 

ifying information such as edges, regions of  homogeneous color or texture, and 

depth. In contrast, high-level visual processing makes use of  stored information to 

help one identify an object or use stored knowledge to guide reaching and naviga- 

tion. We focus here on the mechanisms that underlie high-level vision, which are 

of  most interest to cognitive scientists. 

A. Subsystems of High-Level Vision 

Kosslyn (1994; see also Kosslyn & Koenig, 1992) has argued that the system sub- 

serving high-level vision can be broken down into a set of  major subsystems, each 
of  which is instantiated in a discrete cortical area. These subsystems are illustrated 

in Figure 3. We briefly describe each subsystem below. 

1. Visual Buffer 

W h e n  viewing an object, information from the eyes is passed through the brain 

stem and thalamus to the primary visual cortex. From the primary visual cortex, 

information is distributed to over a dozen distinct visual areas in the occipital lobe 

(see Felleman & Van Essen, 1991). These areas are "retinotopically organized": their 

FIGURE 3 The functional architecture of high-level vision shown superimposed on a lateral view 
of the left cerebral hemisphere. A set of subsystems (described in text) allow one to recognize and iden- 
tify objects. The putative location of each subsystem is indicated by a solid black circle. Arrows indicate 
possible directions of information flow between subsystems. Information flowing in a bottom-up fash- 
ion from lower to higher level areas follows paths marked with solid arrowheads. Information can also 
flow between higher level areas or in a top-down fashion from higher to lower level areas, following 
paths marked with open arrowheads. 
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spatial structure corresponds (approximately) to that of  the retina itselt~ however, 
these maps typically are distorted so that there is a disproportionately large area 
devoted to the high-resolution central portion of  the retina, and not all of  the 
remainder of  the visual field is represented equally well. A particularly vivid demon- 
stration of  the existence of  such areas was reported by Tootell, Silverman, Switkes, 
and DeValois (1982), who had monkeys view a flashing circular spoked pattern after 
injection of  radioactive sugar. The more a neuron fired while the animal watched 
the pattern, the more sugar the neuron took up, and hence the more radioactivity 
was taken up. The monkeys were then sacrificed and their cortices "developed" so 
that cells that had taken up the tracer were visible. Tootell et al. showed that in the 
primary visual cortex (in addition to other areas) there was a physical pattern of  
active cells laid out on the surface of  the cortex in roughly the same shape as the 
spoked pattern; the map was distorted so that parts of  the pattern that fell on or near 
the fovea received larger representation. 

Kosslyn (1994) groups into a single functional structure the set of  retinotopically 
mapped areas that work together to segregate figure from ground. This structure is 
called the "visual buffer." It is clear that this component  can be decomposed into 
more specialized components; indeed, in the monkey some of  the constituent areas 
include a preponderance of  neurons that are sensitive to wavelength (area V4), oth- 
ers to motion (e.g., area MT), and so on. Nevertheless, patterns of  activity in the 
set of  areas that comprise the visual buffer preserve key features of  the local geom- 
etry of  images that strike the retina. Data from patients with occipital lobe damage 
who cannot see in particular regions of  the visual field (e.g., Holmes, 1918), and 
more recent data from PET studies (e.g., Fox et al., 1986) confirm that this con- 
clusion can be extended to the human brain. 

2. Attention Window 

There is much more information in the visual field than can be processed at any 
one time; hence some of  this information must be selected over others. The mech- 
anisms that orient attention (discussed in the previous section) not only shift one's 
body, head, and eyes so that a specific stimulus is fixed, but also can shift the locus 
of  attention covertly. An internal "attention window" selects patterns in the visual 
buffer for further processing (for a review of  supporting evidence, see Kosslyn, 
1994). We are led to infer the existence of  such a mechanism by the fact that sub- 
jects can covertly shift attention over an ionic image (Sperling, 1960) or display (e.g., 
Posner et al., 1980) to search for a particular item. Furthermore, A. M. Treisman 
and Gelade (1980) have shown that in some circumstances such covert attention is 
necessary to bind together the location and form of  an object. 

The position of  the attention window gates the information that is passed along 
for further processing. For example, consider the results from an experiment reported 
by Moran and Desimone (1985). They first located neurons in monkeys that 
responded selectively to a certain stimulus (e.g., a vertical green bar). They then 
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mapped out the receptive fields of these neurons; a receptive field is the area of space 
where a stimulus will drive the neuron. Moran and Desimone then rewarded the 
monkeys for responding to stimuli that appeared only in one quadrant of the recep- 
tive field of a cell. After such training the cell fired vigorously to stimuli in the rein- 
forced quadrant and would still show some response to stimuli appearing in other 
quadrantsmbut responses to stimuli in nonreinforced quadrants were quickly 
squelched. In this case at least, it seems clear that the "engage" component of atten- 
tion is operating via inhibition: stimuli in the unselected regions begin to evoke 
increased neural activity, but this activity is soon suppressed. 

3. Ventral and Dorsal Systems 

Information selected by the attention window is sent along two parallel cortical 
pathways, one specialized for processing the "object properties" of a stimulus, such 
as its shape and color, and the other specialized for processing the "spatial proper- 
ties" of a stimulus, such as its location and orientation. Ungerleider and Mishkin 
(1982) term these the "what" and "where" pathways, or ventral and dorsal systems 
because they are located in the inferior temporal and posterior parietal lobes, respec- 
tively. This distinction between the ventral and dorsal systems is motivated by a num- 
ber of different findings. In the monkey, removing the inferior temporal lobes dev- 
astates the ability to recognize shapes of objects but not the ability to recognize 
location; in contrast, removing the parietal lobes devastates the ability to recognize 
spatial locations but not the ability to recognize shape. For example, Ungerleider and 
Mishkin (1982) trained monkeys to select food hidden under one of two lids; if the 
monkeys had to select a lid with a particular pattern in order to get the food, infe- 
rior temporal lobe lesions impaired performance, whereas if they had to select the 
lid closest to a visual landmark, parietal lobe lesions impaired performance. Consis- 
tent with these findings in monkeys, damage to the posterior inferior temporal lobes 
of humans may impair perception of the visual form of objects, whereas parietal 
damage impairs orientation in space (e.g., Farah, 1990; Kosslyn, 1994; Levine, 1982). 

In addition, single-cell recording studies in monkeys have found neurons in infe- 
rior temporal cortex that are sensitive to shape and color (Desimone, Albright, 
Gross, & Bruce, 1984; Gross, Desimone, Albright, & Schwartz, 1984; Maunsell & 
Newsome, 1987; Perrett et al., 1985). These neurons typically have very large recep- 
tive fields, and are relatively insensitive to an object's location (Gross & Mishkin, 
1977); such cells may underlie our ability to recognize objects regardless of their 
spatial location (see also Kosslyn, 1994). In contrast, cells in posterior parietal cor- 
tex fire in response to the location, size, and motion of an object (Andersen, 1987; 
Andersen, Essick, & Siegel, 1985; Hyvarinen, 1982; Maunsell & Newsome, 1987). 

In addition, PET studies of face comparison (Haxby et al., 1993), face recogni- 
tion (Sergent, Ohta, & MacDonald, 1992), and object recognition (Kosslyn, Alpert 
et al., 1994) have documented activation in inferior portions of the temporal lobes. 
In contrast, PET studies that require encoding spatial relations have shown activa- 
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tion of  the posterior parietal lobes (typically the inferior portion; e.g., Corbetta et 
al., 1993). Further support for this distinction comes from psychophysical studies in 
humans. These studies have shown that information about location and shape can 
independently influence perception (Sagi & Julesz, 1985; A. Treisman & Gormican, 
1988). 

The division of  higher-level visual processing into two major processing streams 
makes sense from a computational point of  view. As noted earlier, Rueckl et al.'s 
(1989) computational models showed that a single network that identified both an 
object's form and spatial location is substantially less efficient than two subnetworks, 
one for each computation (provided that enough resources were allocated to the 
subnetworks). Just as in humans, the single-network model needed to ignore loca- 
tion to recognize the shape in different locations, but needed to encode location to 
specify it in the output. Encoding object identity and spatial relations apparently 
were "computationally incompatible" processes, and hence were difficult to com- 
pute in the same system. 

4. Associative Memory  

Processing in the ventral system can allow one to recognize an object; recognition 
occurs when the shape matches the stored representation of  another shape. But the 
ventral system is modality-specific: it only encodes visual input. One knows that an 
object is familiar after it has been recognized, but knows nothing else about it. In 
order to identify an object, one needs to access representations of  its categories, its 
name, and various other kinds of  nonvisual information. Identification can occur 
even if recognition is not very good, provided that the object has strong spatial cues 
(e.g., such as occurs when one encodes the size of  an ant). Thus, information from 
the ventral (what) and dorsal (where) pathways must make contact with informa- 
tion stored in a long-term "associative memory"  (which may or may not be further 
divisible into an "episodic" and "semantic" memory; for our purposes, we need not 
take a position on this issue). This memory system stores relations among object and 
spatial properties, as well as other attributes such as names and categories to which 
an object belongs. The same information in associative memory can be accessed 
when an object is recognized in any modality, as would occur if one heard a cat 
meow, felt it caress one's shin, or saw it walking towards one. 

The literature is vague with respect to the locus of  associative memory. How-  
ever, the object and spatial properties systems are known to converge on the dor- 
solateral prefrontal cortex as well as regions of  the parietal-temporal junction 
(Goldman-Rakic, 1988). The dorsolateral prefrontal regions appear to store infor- 
mation temporarily, as part of  "working memory"  (e.g., Goldman-Rakic, 1988), 
and hence this region is not a good candidate for the site of  a long-term associative 
memory structure. In contrast, lesions in the region of the parietal-occipital junc- 
tion can result in deficits in linguistic and semantic processing (e.g., see Geschwind, 
1965). 
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5. Information Look-up 

Under ideal conditions, one can identify an object via the route described thus far. 
However, if the input image of an object is degraded, or the object projects a novel 
shape (perhaps because it is contorted or seen from an unusual viewpoint), it may 
not correspond well to a representation in the ventral system. In such circumstances, 
the bottom-up input may lead only to a tentative hypothesis about an object's iden- 
tity. In such straits, one can look up information in memory that would support this 
hypothesis, but has not yet been detected. This information can then guide one to 
search "top down" for this decisive part or characteristic (e.g., such as a particular 
dimple on the bottom of a Delicious apple; see Gregory, 1970; Kosslyn, 1994). 

The frontal lobes are the likely locus of systems used to look up possibly diag- 
nostic information in memory. PET studies have found activation of regions in the 
frontal lobe when subjects are retrieving from memory information about objects 
(Petersen et al., 1988; Tulving et al., 1994). In addition, retrieving stored informa- 
tion and holding it temporarily on-line are important for formulating and testing 
hypotheses, and a substantial literature indicates that lesions to the frontal lobe 
impair this ability. For example, the Wisconsin Card Sort test requires subjects to 
infer a rule that relates patterns on successively presented cards. This rule changes 
periodically, and patients with damaged frontal lobes perseverate, or get stuck, using 
one rule even when they realize that the rule has changed (e.g., Milner, 1964). 

6. Attention Shifting 

In the previous section we discussed the mechanisms underlying attention shifting. 
In addition to those mechanisms, the frontal lobes play a role in using information 
accessed from memory to shift attention. The frontal eye fields (also known as Area 
8) direct voluntary eye movements, and frontal lesions disrupt systematic visual 
search and visual working memory (Alexander et al., 1990; Luria, 1980; D. L. 
Robinson & Petersen, 1986). Frontal lesions can also cause a form of unilateral 
neglect (Heilman & Valenstein, 1985), which might be expected given their rich 
connections with the anterior and posterior attention systems (Posner & Petersen, 
1990). 

Once one has shifted one's attention to the location where a diagnostic part or 
property should be located, that pattern is recognized and identified. If the expected 
part or property is present, one may have enough information to identify the object. 
If not, additional information may need to be encoded. 

B. Summary and Extensions of  the Theory 

In summary, information striking the retina sets up a pattern of activation in a set 
of retinotopically mapped regions of cortex, which we call the visual buffer. Some 
of this information is selected by an attention window for further processing, and 
this information is passed to the object-properties and spatial-properties encoding 
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systems, which operate in parallel. The outputs from these systems are sent to a long- 
term associative memory structure. If the set of information reaching associative 
memory is not consistent with the properties of a single object, the best matching 
description in associative memory is treated as an hypothesis. This hypothesis in turn 
guides a top-down search for a distinctive part or characteristic, which will either 
confirm or reject the hypothesis. The frontal lobes play a key role in this top-down 
search process; mechanisms implemented there retrieve information from memory, 
that guides attention to select disambiguating information. This process is repeated 
until the object is identified. 

Each of the major component processes just described can in turn be divided 
further. For example, the dorsal (spatial-properties encoding) system consists of at 
least three distinct subsystems, which have different functions. The "spatiotopic 
mapping" subsystem converts the retinotopic coordinates of the visual buffer, which 
depend on where one's eye is positioned, to spatiotopic coordinates, which are 
anchored in external space. The "categorical spatial relations encoding subsystem" 
encodes spatial relations such as above/below, left/right, and on/ot'E this subsystem 
operates more effectively in the left than in the right cerebral hemisphere. And the 
"coordinate spatial relations encoding subsystem" encodes metric spatial relations, 
and it operates more effectively in the right cerebral hemisphere (see Hellige & 
Michimata, 1989; Kosslyn, 1987; Kosslyn et al., 1989; Laeng, 1994; but see also Ser- 
gent, 1991, versus Kosslyn, Chabris, Marsolek, & Koenig, 1992, and Cook, Fruh, 
& Landis, 1995, versus Kosslyn, Chabris, Jacobs, Marsolek, & Koenig, 1995). Sim- 
ilarly, the ventral (object-properties encoding) system can be divided into more spe- 
cialized subsystems that extract distinctive features, that match such features to 
stored memories, and so on. 

The theory of high-level vision is more detailed than the theory of attention, in 
large part because of the enormous volume of research on vision. What do such 
detailed theories buy us? For one, they allow us to interpret a large body of data, 
which addresses computational, neural, and behavioral properties. Because such a 
theory must accommodate a wide range of different types of findings, it is likely to 
have more general and powerful principles than a theory that is restricted to only 
one type of data. In addition, we have seen that a multicomponent theory of atten- 
tion can help us understand the deficits exhibited by patients and make predictions 
about the roles components of the system should play in different tasks; the same is 
true for the theory of high-level vision (e.g., Kosslyn & Koenig, 1992). The fol- 
lowing two examples illustrate the utility of such a theory. 

Warrington and her colleagues have found that patients with posterior cortical 
lesions have difficulty recognizing objects that are seen from unusual (noncanoni- 
cal) points of view, but not objects seen from a usual (canonical) perspective (e.g., 
Warrington & James, 1991; Warrington & Taylor, 1973, 1978). This finding makes 
sense within the framework just developed because posterior lesions may disrupt 
the spatial properties encoding system; damage to this system may impair one's abil- 
ity to recognize objects shown in unusual views because their three-dimensional 
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structure cannot be reconstructed. However, Warrington also found that patients 
with frontal lobe lesions were not impaired when asked to recognize objects seen 
from unusual views, and this finding is not as predicted by the theory: presumably 
objects shown from unusual views are difficult to recognize initially, and hence one 
would typically identify them only after engaging in top-down search--and this 
process is putatively guided by the frontal lobes. 

Kosslyn et al. (1994) suggested that the reason Warrington and her colleagues did 
not find deficits in frontal lobe patients in this task was because they failed to record 
response times: One can locate a distinctive part or characteristic by random search, 
but this method would take longer than when top-down search can be employed 
(and hence one can use knowledge to search immediately for distinctive parts or 
characteristics). To test the hypothesis that the frontal lobes play a role in top-down 
search when objects are viewed from unusual perspectives, Kosslyn et al. used PET' 
to compare the brain areas that were active when subjects identified objects that 
were seen from typical points of view with the areas that were active when they 
identified objects seen from unusual points of view. In one condition the subjects 
decided whether objects shown from a typical perspective matched an object name; 
in another condition the subjects performed the same task with objects seen from 
unusual perspectives. To isolate the brain areas that were activated selectively when 
the subjects identified objects seen from unusual points of view, which the theory 
predicts should reveal evidence of the role of the frontal lobes in top-down search, 
Kosslyn et al. subtracted cerebral blood flow recorded in the typical-view condition 
from that recorded in the unusual-view condition. 

As predicted, dorsolateral prefrontal cortex in both hemispheres was more active 
when subjects identified objects seen from unusual points of view. This is good evi- 
dence that this region plays an important role in looking up information in mem- 
ory to test hypotheses. The specific locus of activation was similar to that reported 
by Petersen et al. (1988) when subjects accessed information about uses and func- 
tions of objects. Furthermore, as was also expected, the set of brain areas predicted 
to be involved in object identification was also activated: the occipital cortex cor- 
responding to the visual buffer was active, as were areas of the parietal lobe associ- 
ated with shifting attention, and areas of the parietal lobe associated with encoding 
spatial properties (part of the dorsal system), and the inferior and middle temporal 
lobes (part of the ventral system). Moreover, an area at the occipital-temporal- 
parietal junction was activated, which may play a critical role in implementing asso- 
ciative memory. 

A second example illustrates how knowledge of the systems involved in high- 
level vision can inform cross-domain hypothesis testing (Schacter, 1992). This study 
used the theory of visual perception to illuminate the nature of the neural mecha- 
nisms involved in visual mental imagery. Historically, much debate has surrounded 
the status of mental images; in recent years, much interest has focused on questions 
about the nature of the representation underlying imagery and the relation of 
imagery to perception. Marshaling evidence from various disciplines, Kosslyn (1980, 
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1994) argued that visual mental images are depictive (i.e., that they use space to rep- 
resent space, thereby preserving geometric properties of imaged objects), and fur- 
thermore that such images correspond to patterns of activation in the visual buffer. 
In fact, according to this theory, imagery relies on many of the same neural mech- 
anisms as high-level visual perception. Specifically, frontal lobe mechanisms access 
stored information from associative memory, which is used to activate visual infor- 
mation stored in the ventral system; this information in turn engenders an image 
proper by causing a pattern of activation in the visual buffer--this inverse mapping 
procedure apparently is necessary because visual memories are not stored as topo- 
graphic representations, but rather as "population codes" (e.g., Fujita, Tanaka, Ito, 
& Cheng, 1992). Additional parts can be added to an imaged object by shifting the 
attention window over it, and activating stored representations of parts or proper- 
ties so that they are positioned in the correct relative locations (see Kosslyn, 1994, 
for a detailed theory of how such processing may occur). 

According to this theory, once the geometric properties of an object have been 
reconstructed in the visual buffer, the object properties and spatial properties of the 
imaged object can be reinspected. For example, once one has formed an image of 
a German shepherd dog, one can "see" the shape of its ears (an object property) and 
also determine which is longer, its tail or rear leg (a spatial property). 

Some researchers have challenged this theory. Not only have some (e.g., Pyly- 
shyn, 1973, 1981) suggested that image representations are language-like proposi- 
tions (and the depictive properties evident to introspection are epiphenomenal, like 
the heat of a lightbulb while one is reading), but others have questioned the com- 
monality of the neural systems underlying imagery and perception (e.g., Roland & 
Gulyas, 1994, versus Kosslyn & Ochsner, 1994). Kosslyn, Alpert et al. (1993) tested 
these claims using several PET studies of imagery. In one, the subjects closed their 
eyes and visualized letters at either small or large sizes. Not only was the topo- 
graphically organized visual cortex activated during this task, but the locus of acti- 
vation depended on the size of the imaged letters; indeed, the precise coordinates 
of the activated regions were close to what one would predict if subjects were actu- 
ally viewing objects at the corresponding sizes. 

Other studies in this series were designed to study image generation, the process 
of building up an image from stored information. The theory predicts that the same 
areas used to encode objects when top-down hypothesis testing is used should be 
activated when an image is built up from parts. In this case, instead of searching for 
a distinctive party or property at a particular location, one searches for the location 
in order to add another part or property to the image. Subjects viewed a 4 • 5 grid 
with a lowercase cursive letter printed underneath. An X mark occupied one cell 
of the grid. Subjects either simply saw the stimuli and responded (in a baseline con- 
dition), or visualized the corresponding uppercase letter in the grid and decided 
whether it would cover the X if it were actually in the grid. As predicted, a very 
similar set of brain areas was activated when visual mental images are formed and 
when top-down search is used in visual perception: when blood flow in the base- 
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line condition was subtracted from blood flow in the imagery condition, very nmch 
the same areas were identified as were identified when blood flow in the typical- 
point-of-view condition was subtracted from blood flow in the unusual-point-of- 
view conditions in the object-identification task described above (the same subjects 
participated in both sets of tasks; see Kosslyn, Thompson, & Alpert, 1997). The fact 
that such similar patterns of activity were observed in such seemingly different tasks 
(evaluating names of pictures versus visualizing letters in grids) is strong evidence 
that the theory is on the right track. 

In the following section we will consider how research on memory reveals addi- 
tional properties of some systems used in both vision and imagery. 

IV. MEMORY 

Memory allows us to use knowledge gained from previous experience to guide cur- 
rent and future actions, and is the cornerstone of many cognitive processes. Indeed, 
memory is crucial for identifying and recognizing objects that our attentional sys- 
tems have selected for further processing. Memory, like visual perception and atten- 
tion, is accomplished by a set of subsystems working together. One not only can 
store and recall the meanings of and associations among words, images, and con- 
cepts, but also can recognize objects and encode relationships among particular 
stimuli and visceral or motor responses. Each of these abilities is accomplished pri- 
marily by a distinct system or set of systems. In this section we consider more fully 
the memory encoding and storage systems that play critical roles in visual per- 
ception and attention, and we also consider memory systems involved in en- 
coding and storing other types of information. The view presented here draws on 
and is consistent with aspects of many contemporary theories of memory (e.g., 
Schacter, 1990; Squire, 1992), but is derived primarily from the analysis offered by 
Kosslyn and Koenig (1992). The functional architecture of memory is illustrated in 
Figure 4. 

A. Perceptual Encoding Subsystems 

In order to recognize an object we must have previously stored a representation of 
its object properties. These representations are stored in perceptual encoding sub- 
systems that store the structural and feature properties of modality-specific inputs 
(Kosslyn & Koenig, 1992; Schacter, 1990). Examples are the object-properties- 
encoding ventral system and spatial-properties-encoding dorsal systems discussed 
above, although every sensory modality has its own perceptual encoding subsystems. 

1. Object Properties Encoding Subsystem 

After initial processing by the visual buffer in the occipital lobe, information is 
passed along to the object properties encoding subsystem in the inferior temporal 
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FIGURE 4 The functional architecture of memory shown superimposed on (A) a medial view of 
the right hemisphere, (B) a lateral view of the left cerebral hemisphere, and (C) a transparent view of 
the left hemisphere. A set of subsystems (described in text) encode and/or store different types of infor- 
mation. The putative neural locus of each subsystem is indicated. 

lobe (see Figure 4B). Research in monkeys has revealed some of the basic charac- 

teristics of  representations in this subsystem. Neurons in this area are sensitive to 

the form, color, and shape, but not orientation or size of  objects (Desimone et al., 

1984; Gross et al., 1984; Gross & Mishkin, 1977; MaunseU & Newsome,  1987; Per- 

rett et al., 1985), and lesions impair memory  for the form of an object but not mem-  

ory for its relationship to other objects in space (Levine, 1982; Pohl, 1972; Unger-  
leider & Mishkin, 1982). 

Much  has been learned about the nature of  object representations in normal 
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human subjects from studies of priming. In a typical priming task, subjects first are 
shown a set of objects or words ~ind asked to make some simple decision about their 
perceptual or semantic attributes; this task requires them to look at each stimulus 
and produces an "incidental" memory representation. Later, degraded versions of 
these stimuli are presented along with degraded versions of new objects, and the 
subjects are asked to identify, read, or make some decision about them; priming is 
assessed by measuring the gain in performance for the previously seen stimuli com- 
pared to the new ones. The notion is that when a stimulus is encoded initially, one 
or more representations are activated in memory; this activation decays rather 
slowly, and hence subjects can subsequently encode the stimulus more easily if it 
appears soon enough after it was shown initially. Similar to the neurophysiological 
findings in monkeys, studies of priming for familiar objects (e.g., a shoe) have shown 
that primed identification of pictures is long-lasting (Cave & Squire, 1992; Mitchell 
& Brown, 1988) and is unaffected by study-to-test changes in object size or reflec- 
tion in both normal subjects (Biederman & Cooper, 1992) and amnesics (Cave & 
Squire, 1992). Mthough we will discuss amnesia in more detail below, this latter 
finding is important because it indicates that perceptual representations can guide 
performance even when they are not accessed consciously. 

Schacter, Cooper, and their colleagues (e.g., Schacter, Cooper, & Delaney, 1990) 
have used an object decision priming task to study the nature of the representations 
stored in memory. In their task, subjects decide whether drawings depict structurally 
possible or impossible three-dimensional objects. These objects are novel, and hence 
a new representation must be encoded for all of them during the initial exposure 
phase; priming is measured by comparing the errors when previously shown and 
new objects are subsequently presented very briefly, and the subjects are asked to 
determine whether the object is structurally possible or impossible. Priming in this 
task is found only for possible objects (Schacter, Cooper, & Delaney, 1990), is pre- 
served in amnesics (Schacter, Cooper, Tharan, & Rubens, 1991), and depends upon 
encoding the global three-dimensional structure of the object when it was first 
shown (Schacter, Cooper, Delaney, Peterson, & Tharan, 1991). Thus it appears that 
representations in the object-properties encoding subsystem incorporate regulari- 
ties that characterize actual objects. As one would expect given the properties of 
interior temporal lobe neurons in monkeys, priming in this task is not affected by 
changes in the size of an object or changes in the direction it faces; however, prim- 
ing is reduced by changes in orientation on the picture plane (Cooper, Schacter, 
Ballesteros, & Moore, 1992; Schacter, Cooper, & Treadwell, 1993; for a review and 
interpretation of these and similar findings, see chapter 5 of Kosslyn, 1994). 

The fact that the object-properties encoding subsystem cannot represent impos- 
sible objects easily does not imply that it can only represent well-formed objects. 
Rather, it appears to store perceptual representations of objects and parts of objects. 
For example, when a subject is shown a picture of an object that has had many of 
its recognizable features eliminated, and the global structure of the object itself is 
very difficult to recover based on this picture, subjects show greater subsequent 
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priming for that picture of the fragmented object than for a picture of the whole, 
undegraded object--even though the picture of the whole object is in some sense 
"less degraded" (Srinivas, 1993). 

We earlier distinguished between modality-specific perceptual representations 
that underlie recognition and amodal representations in "associative memory." If this 
distinction is correct, then we might predict that brain damage can disrupt one 
structure while leaving the other intact. And in fact, when the cortical areas that 
implement the object-properties encoding subsystems are damaged, subjects may 
have a "visual object agnosia" (see Farah, 1990; Kosslyn & Koenig, 1992)" They can- 
not identify the object visually, but can identify it via other sensory modalities (e.g., 
by touching it). This disorder was originally characterized as "mind blindness." Such 
damage impairs recognition of objects, but not access to their semantic attributes. 
In contrast, selective brain damage may produce the opposite pattern of deficits: 
one may lose the ability to access semantic, but not perceptual characteristics of 
objects. The neuropsychological literature includes many reports of patients with 
cortical lesions who perform normally when asked to match or copy pictures, to 
decide whether a design represents a real object or is nonsensical, and similar visual 
tasks, but are impaired when asked to display knowledge of the semantic attributes 
of pictured objects, such as naming or describing an ob]ect's function (e.g., Farah, 
1990; Riddoch & Humphreys, 1987; Warrington & Taylor, 1978" see Kohn & Fried- 
man, 1986, for analogous deficits in audition). 

2. A Word Form System? 

Recognizing letters or words is similar to recognizing objects, but is not exactly the 
same: Compared to objects, words are defined solely by patterns of lines whose 
meaning has been arbitrarily assigned; recognizing them does not require compu- 
tation of global, three-dimensional structure, and for many adults words are more 
familiar than are most objects. Such observations have led some to argue that word 
forms are stored in a distinct visual memory (e.g., J. L. McClelland & Rumelhart, 
1981; Petersen & Fiez, 1993; Petersen, Fox, Synder, & Raichle, 1990). It is possible 
that frequent exposure to words biases the object-properties encoding subsystem to 
dedicate part of its structure to encoding words; if so, we might expect word recog- 
nition to involve a brain area distinct from those used in object recognition. Con- 
sistent with this view, Petersen et al. (1990) found that both real words and non- 
words that could be words (according to the rules of English) activated an area of 
left medial extrastriate cortex; this area is distinct from areas of the temporal lobe 
that are activated when one recognizes objects or faces (Kosslyn, Alpert et al., 1994; 
Sergent et al., 1992). In addition, some brain-damaged patients have difficulty 
accessing word meanings but can recognize word forms and identify objects (War- 
rington & Shallice, 1980). Thus, part of the object properties pathway may be spe- 
cialized for representing highly familiar words; we do not yet know, however, 
whether this pathway deals with all highly familiar stimuli, or words per se. Various 
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researchers have posited a word form subs)stem (see Figure 4A) that represents the per- 
ceptual or orthographic properties of words (e.g., Schacter, 1990; Warrington & 
Shallice, 1980). 

Priming studies have revealed properties of the representations of word shapes 
in memory. These tasks often require the subjects first to view a set of words, and 
later to complete three-letter "word stems" or fragments with the first words that 
come to mind. Alternatively, a subject might be asked to identify a briefly pre- 
sented word. The increased probability of completing the fragments to form one 
of the initially seen words or of identifying the briefly presented stimulus is the 
measure of priming. By and large, the findings with these tasks dovetail nicely with 
the findings for objects, though there are some important differences. As has been 
reported with object priming, word priming is long lasting (MacAndrews, Glisky, 
& Schacter, 1987; Sloman, Hayman, Ohta, Law, & Tulving, 1988), and semantic 
encoding during the initial exposure phase (e.g., having the subjects judge the 
number of meanings of each word on the list) enhances recall, but has little or no 
effect upon priming (e.g., Graf, Squire, & Mandler, 1984; Jacoby & Dallas, 1981; 
H. L. I. Roediger, Weldon, Stadler, & Riegler, 1992). Moreover, priming is sub- 
stantially reduced when the presentation modality is changed (e.g., auditory to 
visual; Jacoby & Dallas, 1981; H. L. Roediger & Blaxton, 1987). Like objects, stud- 
ies of word priming have shown that the object properties subsystem encodes 
highly specific features of perceptual input. For example, changes in typefont or 
letter case can reduce priming (e.g., Hayman & Tulving, 1989; Jacoby & Hayman, 
1987; H. L. Roediger & Blaxton, 1987), but usually only when the incidental 
encoding task (administered when subjects are given a list of words at the outset 
of the experiment) focuses the subjects on the perceptual characteristics of the 
words (e.g., counting the number of T-junctions in the letters of a word; Graf & 
Ryan, 1990). 

Additional findings suggest that the enhanced priming when the identical form 
is presented during the initial exposure phase and the test phase arises from a par- 
ticular type of word form system, which is localized in the right cerebral hemi- 
sphere. Marsolek, Kosslyn, and Squire (1992) found that changes in typefont had 
no effect upon word-stem completion priming when word stems were presented 
to the left hemisphere at test (this is done by having the subject stare straight ahead 
and flashing the stem to the left or r ight--which causes the input to be encoded 
initially by the right or left hemisphere, respectively). In contrast, preserving the 
typefont enhanced the amount of priming when word stems were presented to the 
right hemisphere at test. This led Marsolek et al. to infer that a right-hemisphere 
system stores form-specific representations, and a left-hemisphere system stores more 
abstract visual form representations. Furthermore, PET investigations of word-stem 
completion priming have found a decrease in activation of right extrastriate occip- 
ital cortex when typefont is unchanged between study and test, which may reflect 
that priming has facilitated processing (Squire et al., 1992). Similar studies of object 
priming have yet to be reported. 
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B. Associative Memory 

As discussed earlier, all perceptual encoding systems send input to associative mem- 
ory (see Figures 3 and 4B; see Kosslyn & Koenig, 1992, for extended discussion). 
Three characteristics of associative memory are of interest in the context of mem- 
ory per se. First, although it encodes relations among perceptual representations, 
associative memory represents this information in an abstract or propositional for- 
mat. These propositions can specify complex relations such as "is a" "has a" and so 
on. These relations are qualitatively distinct and often abstract, and so could not be 
implemented by simple direct connections between perceptual representations. 

Second, relations in associative memory appear to involve pointers back to rep- 
resentations in the perceptual subsystems, and in that sense have "meaning." These 
pointers are bidirectional, allowing perceptual input to activate associative memory, 
and vice-versa. Thus associative memory is distinct from the systems that provide it 
input, and as one would expect, dissociations between impaired access to semantics 
and intact access to perceptual features, and vice versa, can be found in different sen- 
sory modalities (e.g., Schacter, Cooper, Delaney, Peterson, & Tharan, 1991; War- 
rington & Taylor, 1978). In addition, patients with category-specific associative 
memory deficits have been described (e.g. Hart, Berndt, & Caramazza, 1985; 
McCarthy & Warrington, 1986); for example, a patient might be unable to identify 
pictures of living things, but has no trouble identifying nonliving things. Although 
such findings may sometimes reflect damage to associative memory per se, in many 
cases the deficits may reflect disruptions of the pointers from associative memory 
to perceptual memories. Careful analysis of these deficits and results from neural 
network models has revealed that such deficits may arise from damage to modality- 
specific representational systems, rather than damage to a special "living things" 
memory system (Farah & McClelland, 1991). 

Third, it is not clear where in the brain associative memory is implemented. 
Although the occipital-temporal-parietal area appears to play a critical role in asso- 
ciative memory (e.g., Geschwind, 1965; Kosslyn & Koenig, 1992), deficits in asso- 
ciative memory have been described after lesions to many different brain areas (e.g., 
Hart et al., 1985; Tulving, Hayman, & MacDonald, 1991). A problem in localizing 
this subsystem is that activation of areas associated with semantic processing may 
reflect either the memory structure itself or the processes that access it. 

C. Information Look-up Subsystem 

When encoding new information into memory or looking up information to help 
identify an object, generate a mental image, or answer a question, one can use the 
look-up subsystem to access associative memory. As noted earlier, the frontal lobes 
play a key role in implementing this subsystem (see Figures 3 and 4B). PET inves- 
tigations have shown that various tasks that involve accessing semantic information 
in memory activate the left frontal lobe; such tasks include verb generation (Petersen 



348 Kevin N. Ochsner and Stephen M. Kosslyn 

et al., 1988), verbal fluency (Frith, Friston, Liddle, & Frackowiak, 1991), comple- 
tion of nonstudied word stems (Buckner et al., 1996), image generation (Kosslyn, 
Alpert et al., 1993), and identifying objects seen from unusual views (Kosslyn et 
al., 1994). Left frontal lesions may also impair short-term semantic priming that 
depends on the strength of association between word pairs (Milberg & Blumstein, 
1981). In addition, accessing semantic information in memory often activates the 
left anterior cingulate cortex, part of the anterior attention system discussed earlier 
(e.g., Frith et al., 1991; Kapur et al., 1994; Kosslyn, Daly et al., 1993; Petersen et al., 
1988). 

In some situations, however, the right-frontal lobemnot  the left--is activated 
when people access information in memory. Retrieval of episode-specific memo- 
ries for auditory sentences (Tulving, Kapur, Markowitsch et al., 1994), words from 
three-letter cues (Buckner et al., in press; Squire et al., 1992), faces (Haxby et al., 
1993), or scents (Jones-Gotman, Zaforre, Evans, & Meyer, 1993) activate the right 
frontal lobe. Kosslyn (1994) suggests that different look-up subsystems are imple- 
mented in the left and right frontal lobes, which access categorical information 
(such as that specified by words) and specific information (such as specific events), 
respectively. 

D. Memory Formation Subsystem 

When the term memory is used in common parlance, it usually refers to memory for 
specific events (a person who has difficulty encoding or retrieving such memories is 
often referred to as having a "bad memory"). We can encode various types of new 
information: new perceptual representations, new associations between items in asso- 
ciative memory, new associations between items in associative memory and percep- 
tual representations, and all of this information is often embedded in a particular spa- 
tio-temporal context. How do we flexibly and quickly encode these new memories? 

The ability to store new facts in memory depends upon the integrity of the dien- 
cephalon, and medial temporal lobe structures that include the mammillary bodies, 
the hippocampus, and the surrounding perirhinal, entorhinal, and parahippocam- 
pal cortices (although findings in monkeys suggest that the contributions to mem- 
ory of these latter four areas may differ in interesting ways; for discussion, see Gaffan 
& Murray, 1992; Squire, 1992; Zola-Morgan, Squire, Amaral, & Suzuki, 1989). The 
hippocampal region and medial dorsal thalamic nucleus, part of the diencephalon, 
are indicated in Figure 4A. The hippocampal formation receives inputs from a vari- 
ety of cortical areas in the frontal, parietal, and temporal lobes, and seems ideally 
positioned to encode relations among cues and context (Squire, 1992). Indeed, hip- 
pocampal lesions impair a rat's ability to learn to navigate in a water maze or eight- 
arm radial maze, to learn to discriminate among locations containing food, and to 
acquire conditioned responses that are specific to a spatial context (Jarrard, 1993). 
Similar lesions impair a monkey's ability to recall a rewarded object across delays 
lasting from minutes to days (Squire, 1992). 
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Results from studies of brain-damaged humans converge with the findings from 
nonhuman animals. In a series of classic studies of patient H. M., Milner and her 
colleagues (e.g. Milner, Corkin, & Teuber, 1968; Scoville & Milner, 1957) discov- 
ered that bilateral medial temporal lobe removal caused permanent anterograde 
amnesia (i.e., disrupted memory for new events) and slight retrograde amnesia (i.e., 
disrupted memory for past events), but spared short-term memory and prior seman- 
tic knowledge. After his operation, H. M. could not remember events beyond a few 
minutes; for example, after more than a few minutes, he would consistently forget 
ever having met the experimenter. Squire and his colleagues later showed that dam- 
age confined exclusively to the CA1 region .of the hippocampus causes marked 
memory impairment, but not as severe as that of H. M. (who had complete removal 
of the medial temporal area; see Squire, 1992; Squire, Amaral, & Press, 1990; Zola- 
Morgan, Squire, & Amaral, 1986). Memory deficits have been found following CA1 
damage in rats (Auer, Jensen, & Whishaw, 1989) and monkeys (Zola-Morgan & 
Squire, 1990a). 

The memory formation subsystem is needed for normal encoding of informa- 
tion into associative memory: amnesics typically cannot acquire new semantic 
information (e.g., Rozin, 1976; Squire & Shimamura, 1986), such as word mean- 
ings (Gabrieli, Cohen, & Corkin, 1988) or paired associates (D. N. Brooks & Bad- 
deley, 1976). If they do acquire semantic information, it is usually tied to specific 
aspects of the learning environment, and occurs only after a slow and laborious 
training (Glisky & Schacter, 1988; MacAndrews et al., 1987; Schacter, Harbluk, & 
McLachlan, 1984; Shimamura & Squire, 1987, 1988; Tulving et al., 1991). In con- 
trast, damage to the medial temporal lobe does not substantially impair encoding of 
representations by the perceptual encoding subsystems: amnesic patients show nor- 
mal priming on both visual object (e.g., Cave & Squire, 1992; Schacter, Cooper, 
Tharan, & Rubens, 1991) and visual word and nonword priming tasks (word iden- 
tification, Cermak, Talbot, Chandler, & Wolbarst, 1985; word stem completion, 
Graf et al., 1984; word fragment completion, Tulving et al., 1991; Warrington & 
Wieskrantz, 1974; nonwords, Cermak, Verfaellie, Milberg, Letourneau, & Black- 
ford, 1991; Haist, Musen, & Squire, 1991; see, however Cermak et al., 1985; Smith 
& Oscar-Berman, 1990). 

One important aspect of the memory encoding subsystem is that it takes time 
to complete the encoding process. Damage to the hippocampus causes a temporally 
graded retrograde amnesia: there is a large loss of memory when the lesions occur 
soon after learning, but memory loss tapers off as the time between learning and 
lesion increases (Kim & Fanselow, 1992; MacKinnon & Squire, 1989; Zola- 
Morgan & Squire, 1990b). Computational models of the hippocampus have pro- 
vided insights into why such a delay might be necessary for memory encoding. J. 
L. McClelland, McNaughton and O'Reilly (1994; see also Gluck & Meyers, 1993) 
argue that typically we do not want the influence of any one learning event to have 
a large effect on representations in associative memory. Rather, it would be more 
useful to have the connections among items in an associative memory network 
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change slowly and gradually as a function of events that recur in time. But we still 
want to be able to take a quick "snapshot" of the environment, so that relations 
among cues can be encoded if necessary. The memory encoding subsystem takes 
this "snapshot," which allows rapid encoding and orthogonalization (i.e., creation 
of distinct representations) of memories in a sparse, compact code. This code spec- 
ifies spatial, temporal, and other contextual variables and can later be used to "train" 
cortical areas to store a structural representation of the information. This training 
is slow in order to reduce interference among cortically based memory representa- 
tions (cf. McCloskey & Cohen, 1989). 

This model accounts for findings of retrograde amnesia in humans and animals 
following damage to the hippocampus: these memory problems arise because 
recently acquired memory traces have yet to be stored as structural representations 
in the cortex. This model also suggests why it is so difficult for amnesics to acquire 
new semantic information: the connections in associative memory change only 
very slowly in the face of perceptual input without training by the memory for- 
mation subsystem. It is also possible that loss of an orthogonalization process under- 
lies some aspects of human amnesia. 

E. Stimulus-Motor Response Connection Subsystem 

We not only can store representations of facts, but also can store relatively direct 
connections between stimuli and motor responses. Stimulus-response (SR) learn- 
ing is akin to behaviorist notions of a direct link between eliciting stimuli and con- 
sequent actions without any mediating internal representations (Skinner, 1957). 
Typically these associations are built over the course of many repeated pairings of 
a stimulus and a response. A particularly clear example of such learning was pro- 
vided by Mishkin and his colleagues (Mishkin & Appenzeller, 1987). These 
researchers presented monkeys with an object discrimination task in which pairs of 
items were presented once per day for a period of about 4 weeks. Upon presenta- 
tion of each pair the monkey had to choose the item that was consistently paired 
with the reward. Not only could monkeys with lesioned hippocampi acquire the 
correct response, eventually choosing the rewarded object in each pair, but they did 
so at the same rate as normal monkeys. The memory formation subsystem is not 
necessary for acquiring this sort of information. 

This object discrimination task involves a consistent mapping of a single stimu- 
lus onto a response and depends upon integrity of a set of subcortical structures 
known as the neostriatum (often simply called the striatum). The striatum has two 
parts, the caudate and the putamen (both of which are parts of the basal ganglia), 
which have connections to the perceptual encoding systems and motor output sys- 
tems (see Figure 4C). Lesions of the striatum impair learning of brightness dis- 
criminations, avoidance learning, reversal learning, and alternation (McDonald & 
White, 1993). 

It is important to note that tasks that tap the stimulus-motor response subsystem 
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can be disrupted independently of tasks that tap the memory formation subsystems, 
and vice versa (this type of pattern of results is called a "double dissociation"; Teu- 
ber, 1955). Researchers have contrasted performance in two types of tasks, which 
superficially may appear similar: In the win-stay task, a rat must learn to return to 
a single arm of an eight-arm radial maze in order to receive food; in the win-shift 
task, food is available in any of the eight arms, and a rat must learn to visit each arm 
only once, noting the spatial location of each arm visited so as not to visit it a sec- 
ond time. Lesions of the stratum impair learning in the win-stay task, but not the 
win-shift task, and fornix lesions (disrupting input to the hippocampus) have the 
opposite effect (Packard, Hirsh, & White, 1989; Packard & McGaugh, 1992). Thus, 
it appears that the striatum is necessary for coding consistent S-R mappings built 
up over time. 

The stimulus-motor response subsystem may also be involved in the control of 
sequences of successive S-R mappings. Striatal lesions can disrupt production of 
sequences of rat instinctual grooming behaviors, although the individual constituent 
movements can still be elicited (Berridge & Whishaw, 1992). Furthermore, neuro- 
physiological recordings of activity in the striatum have revealed that such neurons 
are active only when the animal produces grooming sequences (Aldridge, Berridge, 
Herman, & Zimmer, 1993). 

Similarly, humans with Parkinson's disease (which reflects impaired functioning 
of the striatum, due to a depletion of the neurotransmitter dopamine) also have 
deficits in sequential processing, such as the timing of vocal utterances and syn- 
tactic comprehension (Lieberman et al., 1992). In addition, patients with Hunt- 
ington's disease (caused by degeneration of the striatum) may show deficits in a 
variety of tasks that require either acquisition of simple S-R mappings or acqui- 
sition of sequences of such mappings. In contrast, amnesics do not show such 
impairments. For example, in the serial reaction time (SRT) task subjects press keys 
in response to visual cues that appear in one of four locations. Cues may appear at 
these locations in either a random order or in a repeating sequence (usually 10 
items long). Learning is indexed by a decrease in reaction time as more trials are 
completed, and acquisition of the sequence is shown by greater improvement in 
repeating blocks as compared to random blocks of trials. Amnesics acquire the 
sequence normally, but patients with Huntington's disease fail to show this learn- 
ing (e.g., Knopman & Nissen, 1991). A similar dissociation is revealed by a weight 
judgment task, in which prior exposure to a set of weights biases subsequent judg- 
ments of them: amnesics show normal biases, whereas patients with Huntington's 
disease do not (Heindel, Salmon & Butters, 1991). Moreover, patients with Hunt- 
ington's disease are also impaired on the pursuit rotor task in which subjects must 
hold a stylus on a disk located near the edge of a rapidly rotating platter (Heindel, 
Salmon, Shults, Walicke, & Butters, 1989). Abnormal metabolic activity in the 
striatum has been linked to psychiatric syndromes involving repetitive thoughts or 
actions, such as obsessive-compulsive disorder (Rauch et al., 1997) and Tourette's 
syndrome (Witelson, 1994). 
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E Stimulus-Visceral Response Subsystem 

In some situations it is necessary to form an association between an external, neu- 
tral stimulus and an internal state evoked by an event with negative consequences. 
This type of learning is different from that involved in S-1L learning because the 
association is formed between a stimulus and a physiological state resulting from a 
stimulus, rather than between a stimulus and an overt motor response. For exam- 
ple, in the fear-conditioning paradigm a rat is shocked following presentation of a 
light or tone (J. LeDoux & Hirst, 1986). Over time, the rat comes to exhibit fear- 
ful behavior to the light alone, as evidenced by changes in sympathetic and parasym- 
pathetic nervous system activity when the light is presented. Lesions of the stria- 
turn do not impair conditioning in this paradigm, whereas lesions to the central and 
lateral nuclei of the amygdala do (see Figure 4A for location of this subsystem). 
These two amygdaloid nuclei have proven crucial for learning to occur in a variety 
of tasks that involve association of an aversive stimulus and a neutral stimulus, such 
as fear-potentiated startle (Davis, 1992), passive avoidance (Cahill & McGaugh, 
1990), and conditioning of autonomic responses such as heart rate or blood pres- 
sure (Kapp, Whalen, Supple, & Pascoe, 1992). What is common across all these tasks, 
even though the motor responses may differ, is the link between a stimulus and a 
visceral, internal state. 

This subsystem is also important for acquiring associations between stimuli and 
appetitive events, though different amygdaloid nuclei may be involved (basolateral 
and lateral; Everitt et al., 1992; McDonald & White, 1993). Thus, damage to the 
amygdala may impair acquisition of a variety of conditioned reward tasks in which 
a neutral stimulus is paired with reward. McDonald and White (1993) showed that 
rats with lesions of the amygdala, but not the striatum or fornix, were impaired in 
learning a task in which rats were allowed to feed in different, although perceptu- 
ally similar, locations whenever a light was present. Other rats were fed only in dark 
areas. Learning was assessed by the amount of  time spent in the lighted or darkened 
area that had been associated with food. In this task, the only memory that could 
underlie the animals' preference was the association of the cue and the internal state 
generated by food. The amygdala lesions did not impair learning of the win-stay or 
win-shift tasks, although performance in these tasks is impaired following striatal 
and hippocampal damage, respectively. 

G. Summary and Extensions 

Like other complex mental abilities, memory is subserved by a host of specialized 
subsystems. Perceptual encoding subsystems represent modality-specific inputs at a 
presemantic level; associative memory stores relational, identifying, and classifying 
information in a propositional format; information look-up subsystems access 
information in associative memory; the memory formation subsystem enables flex- 
ible, rapid encoding of episodes and events; and the stimulus-motor response and 
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stimulus-visceral response subsystems encode pairings of stimuli and behaviors or 
stimuli and physiological states. 

This conceptualization of memory not only allows one to account for a wide 
range of experimental findings, but also leads to predictions that follow from spe- 
cific interactions among different subsystems. For example, consider a task that is 
impaired following hippocampal damage, but may involve the stimulus-motor 
response subsystem as well. In the negative patterning paradigm, an animal is 
rewarded if it presses a bar when a tone is presented or when a light is on. How- 
ever, the animal is not rewarded if it presses when the tone and light appear simul- 
taneously. Normal animals learn not to respond when both cues are present. Hip- 
pocampal lesioned animals, however, cannot withhold responses to the tone-light 
pairing, although they respond normally to each of the stimuli in isolation (McDon- 
ald and White, 1993). Presumably, the intact stimulus-motor response system medi- 
ates responses to the individual stimuli, but the hippocampus is necessary to encode 
the association between the two simultaneous cues and the lack of reward. If this 
account is correct, then animals with striatal lesions should also show impairments 
on this task, even when only a single stimulus is present. Future work may address 
this prediction. 

Similar analyses may inform and motivate research with human subjects. Most 
of the work on the learning of S-R sequences in the SRT in humans has employed 
sequences in which responses predict each other with unequal probability. For 
example, key 1 might be followed by key 2 with .67 probability, by key 3 with .33 
probability, and by key 4 with .00 probability. Having some responses predict the 
occurrence of others may reduce the number of S-R mappings that must be 
acquired. These probabilistically unbalanced sequences are the type that patients with 
striatal damage have been shown to be unable to acquire (Knopman & Nissen, 
1991), which has led to the conclusion that the striatum alone may participate in 
sequence learning and performance. 

However, some researchers suggest that the memory formation subsystem may 
participate in some forms of sequence learning that cannot be learned on the basis 
of predictive S-R chains but require hierarchical grouping of response sequence 
clusters (Keele & Curran, 1995; but see also Keele et al., 1998). It is possible that a 
stimulus-motor response subsystem may allow expression of only a few simple 
S-R chains, and when more complex mappings are required the memory forma- 
tion subsystem is recruited as necessary (cf. Squire & Frambach, 1990). 

Finally, consider an example in which a cognitive neuroscientific view of mem- 
ory can lead one to infer properties of previously unstudied subsystems, which in 
turn may lead to novel results that can be explained with reference back to the sys- 
tems that generated the initial hypotheses. This process is being played out in inves- 
tigations of the auditory perceptual encoding subsystem. Given that there are 
modality-specific, cortically based systems that represent the structure and form of 
objects and words at a "presemantic" level (i.e., the level of recognition, as opposed 
to identification), we expect similar systems to exist in various sensory modalities. 
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Indeed, neuropsychological and PET research has shown that encoding phonolog- 
ical information involves the posterior superior temporal lobe (Ellis & Young, 1988; 
Petersen et al., 1988). 

Such findings led Schacter and Church (1992) to infer the existence of an audi- 
tory word form subsystem that is dedicated to representing the acoustic, but not the 
semantic, properties of spoken words. Support for this claim comes from studies of 
priming on tests in which subjects identify perceptually degraded spoken words that 
have had their low frequencies removed, and in tests of auditory stem completion, 
in which subjects complete an auditory stem to form the first word that comes to 
mind. Consistent with the notion that auditory priming is modality-specific and 
presemantic, word identification priming is reduced when the presentation modal- 
ity is changed from the initial exposure to the test phases of the experiment 
(A. G. P,. McClelland & Pring, 1991); moreover, such priming is not affected by 
semantic encoding tasks that enhance explicit memory (Schacter & Church, 1992). 
Such priming is also specific to the acoustic properties of the input. Church and 
Schacter (1994) found that changing the emotional tone, gender, or fundamental 
frequency of a speaker's voice from exposure to test phases reduces priming. Fur- 
thermore, auditory priming is preserved in amnesia (Schacter, Church, & Treadwell, 
1994) as well as in patients who suffer from word meaning deafness (Schacter, McG- 
lynn, Milberg, & Church, 1993). 

V. CONCLUSIONS 

In this chapter we have tried to illustrate the ways in which cognitive neuroscien- 
tific analyses make use of multiple, converging streams of evidence to inform the- 
ory construction. There are five general points about cognitive functions revealed 
by this analysis: 

1. Many of the subsystems that confer a specific ability such as attention, 
vision, or memory, can interact in multiple ways. 

2. These systems consist of networks that are implemented in distinct brain 
a r e a s .  

3. Each area carries out computations that can be characterized specifically 
enough to be implemented in a simulation model. 

4. Each system processes information both serially and in parallel. 
5. Processing is highly interactive, with higher-level areas sending feedback to 

lower level areas. 

At the present stage of research, different types of data carry more or less weight 
in different domains. For instance, in the study off visual perception, theorizing rests 
in large part on the results of studies of monkeys. Only recently have neuroimag- 
ing studies begun to confirm and extend some of the basic findings from the ani- 
mal literature; theories have also gained leverage by attempting to explain the effects 
of focal brain damage in humans. In the case of attention, recent neuroimaging 
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findings are beginning to gather force as well, complement ing  early work with 

brain-damaged patients. And in the study of  memory,  the multiple systems account 

offered here is guided primarily by work with human subjects, using data from ani- 
mals to help address specific questions. 

There are perhaps two major reasons for the differences in approaches among 

the fields. First, the study of  each topic is strongly influenced by the first disciplines 
to make significant contributions to theory in that area. Second, and this is espe- 

cially true for study of  various forms of  attention and memory,  we currently do 

not have the techniques to study some human abilities, such as priming, in animal 

populations. But the day is still young. The term cognitive neuroscience was only coined 

in 1970 (Kosslyn & Andersen, 1993) and the Cognitive Neuroscience Society 

had its inaugural meet ing in 1994. Despite its relative infancy, the field is making 

steady progress in many areas, and the rapid development and increased availabil- 

ity of  new imaging techniques will help to address the functional anatomy of  

abilities. 

This chapter has surveyed theoretical advances in only a handful of  areas that 
currently are being explored from a cognitive neuroscience perspective. Emotion,  
language, categorization and reasoning, movement ,  and audition are but a few of  

the topic domains in which theories of  this sort are now being advanced (Gazzaniga, 

1995; Kosslyn & Koenig, 1992; LeDoux & Hirst, 1986; Ochsner  & Schacter, in 

press; Weingartner & Lister, 1991). Current  work is extending the cognitive neu- 

roscience approach to problems of  interest to social psychologists, such as attitude 

change (Lieberman, in press; Lieberman et al., 1999; Ochsner  & Lieberman, 1999). 

We anticipate that future work will only broaden the horizons of  these exciting 

research programs. 
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